Uninterruptible power supply units

The following table lists the uninterruptible power supply (UPS) units that are offered by Lenovo.

Table 77. Uninterruptible power supply units

Part

number Description

55941AX RT1.5kVA 2U Rack or Tower UPS (100-125VAC)

55941KX RT1.5kVA 2U Rack or Tower UPS (200-240VAC)

55942AX RT2.2kVA 2U Rack or Tower UPS (100-125VAC)

55942KX RT2.2kVA 2U Rack or Tower UPS (200-240VAC)

55943AX RT3kVA 2U Rack or Tower UPS (100-125VAC)

55943KX RT3kVA 2U Rack or Tower UPS (200-240VAC)

55945KX RT5kVA 3U Rack or Tower UPS (200-240VAC)

55946KX RT6kVA 3U Rack or Tower UPS {200-240VAC)

55948KX RT8kVA 6U Rack or Tower UPS (200-240VAC)

55949KX RT11kVA 68U Rack or Tower UPS (200-240VAC)

55948PX RT8kVA 6U 3:1 Phase Rack or Tower UPS (380-415VAC)

55949PX RT11kVA 6U 3:1 Phase Rack or Tower UPS (380-415VAC)

55943KTt | ThinkSystem RT3kVA 2U Standard UPS (200-230VAC) (2x C13 10A, 2x GB 10A, 1x C19 16A
outlets)

55943LTT | ThinkSystem RT3kVA 2U Long Backup UPS (200-230VAC) (2x C13 10A, 2x GB 10A. 1x C19 16A
outlets)

55946KTt | ThinkSystem RTBkVA 5U UPS (200-230VAC) (2x C13 10A outlets. 1x Terminal Block output)

S594XKTT | ThinkSystem RT10kVA 5U UPS (200-230VAC) (2x C13 10A outlets, 1x Terminal Block output)

T Only available in China and countries in the Asia Pacific region.

For more information, see the list of Product Guides in the UPS category:
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Lenovo Financial Services

Lenovo Financial Services reinforces Lenovo's commitment to deliver pioneering products and services that
are recognized for their quality, excellence, and trustworthiness. Lenovo Financial Services offers financing
solutions and services that complement your technology solution anywhere in the world.

We are dedicated to delivering a positive finance experience for customers like you who want to maximize
your purchase power by obtaining the technology you need today, protect against technology obsolescence,
and preserve your capital for other uses.

We work with businesses, non-profit organizations, governments and educational institutions to finance their
entire technology solution. We focus on making it easy to do business with us. Our highly experienced team
of finance professionals operates in a work culture that emphasizes the importance of providing outstanding
customer service. Our systems, processes and flexible policies support our goal of providing customers with
a positive experience.

We finance your entire solution. Unlike others, we allow you to bundle everything you need from hardware
and software to service contracts, installation costs, training fees, and sales tax. If you decide weeks or
months later to add to your solution, we can consolidate everything into a single invoice.

Our Premier Client services provide large accounts with special handling services to ensure these complex
transactions are serviced properly. As a premier client, you have a dedicated finance specialist who
manages your account through its life, from first invoice through asset return or purchase. This specialist
develops an in-depth understanding of your invoice and payment requirements. For you, this dedication
provides a high-quality, easy, and positive financing experience.

For your region-specific offers, please ask your Lenovo sales representative or your technology provider
about the use of Lenovo Financial Services. For more information, see the following Lenovo website:
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Related publications and links
For more information, see these resources:

° ThmkSystem SR6‘30 product oage

o Datasheet for the ThmkSystem SR650

vk ,'.},"}g: T

° User Manuals for the ThmkSystem SR650
Qumk Star* Gwde

Setup Guide

Rack Instaliation Guides
Maintenance Manual

Messages and Codes Reference
UEFI Manual

e Lenovo Data Center Support Downloads - ThinkSystern SR650:

O O O O o o

e Lenovo Hardware Installation & Removal Vldeos on the Thlnkoystem SR650:

s170s1=FLYVBR7h

o YouTube

o Youku fttps st you
° Lenovo Data Center SOIUtIO”‘ Configurator (DCSC):

Rt desce lenovo.co

Related product families

Product families related to this document are the foilowing:
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Notices

Lenovo may not offer the products, services, or features discussed in this document in all countries. Consult your
local Lenovo representative for information on the products and services currently available in your area. Any
reference to a Lenovo product, program, or service is not intended to state or imply that only that Lenovo product,
program, or service may be used. Any functionally equivalent product. program, or service that does not infringe any
Lenovo intellectual property right may be used instead. However, it is the user's responsibility to evaluate and verify
the operation of any other product, program, or service. Lenovo may have patents or pending patent applications
covering subject matter described in this document. The furnishing of this document does not give you any license to
these patents. You can send license inquiries, in writing, to:

Lenovo (United States), Inc.

8001 Development Drive

Morrisville, NC 27560

U.S.A.

Attention: Lenovo Director of Licensing

LENOVO PROVIDES THIS PUBLICATION "AS IS" WITHOUT WARRANTY OF ANY KIND, EITHER EXPRESS OR
IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF NON-INFRINGEMENT,
MERCHANTABILITY OR FITNESS FOR A PARTICULAR PURPOSE. Some jurisdictions do not allow disclaimer of
express or implied warranties in certain transactions, therefore, this stalement may not apply to you.

This information could include technical inaccuracies or typographical errors. Changes are periodically made to the
information herein; these changes will be incorporated in new editions of the publication. Lenovo may make
improvements and/or changes in the product(s) and/or the program(s) described in this publication at any time
without notice.

The products described in this document are not intended for use in implantation or other life support applications
where malfunction may result in injury or death to persons. The information contained in this document does not
affect or change Lenovo product specifications or warranties. Nothing in this document shall operate as an express or
implied license or indemnity under the intellectual property rights of Lenovo or third parties. All information contained
in this document was obtained in specific environments and is presented as an iitustration. The result obtained in
other operating environments may vary. Lenovo may use or distribute any of the information you supply in any way it
believes appropriate without incurring any obligation to you.

Any references in this publication to non-Lenovo Web sites are provided far convenience only and do not in any
manner serve as an endorsement of those Web sites. The materials at those Web sites are not part of the materials
for this Lenovo product, and use of those Web sites is at your own risk. Any performance data contained herein was
determined in a controlled environment. Therefore, the result obtained in other operating environments may vary
significantly. Some measurements may have been made on development-level systems and there is no guarantee
that these measurements will be the same on generally available systems. Furthermore, some measurements may
have been estimated through extrapolation. Actual results may vary. Users of this document should verify the
applicable data for their specific environment.

© Copyright Lenovo 2022. All rights reserved.

This document, LP1050, was created or updated on February 22, 2022.
Send us your comments in one of the following ways:

e Use the online Contact us review form found at:

htips Henovopress.com/LP1050

e Send your comments in an e-mail to:
COTT 0 Com

This document is available online at
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Trademarks

Lenovo and the Lenovo logo are trademarks or registered trademarks of Lenovo in the United States, other

countries, or both. A current list of Lenovo wademarks is available on the Web at

WWISROVO.COMyU

The following terms are trademarks of Lenovo in the United States, other countries, or both:

Lenovo®

AnyBay®

Bootable Media Creator
Flex System

Lenovo Services
RackSwitch

System x®
ThinkServer®
ThinkSystem

TopSeller

TruDDR4
UpdateXpress System Packs
XClarity®

The following terms are trademarks of other companies:
Intel®, Intel Optane™, and Xeon® are trademarks of intel Corporation or its subsidiaries.

Linux® is the trademark of Linus Torvalds in the U.S. and other countries

Hyper-V®, Microsoft®, PowerShell, Surface®, Windows PowerShell®, Windows Server®, and Windows®

are trademarks of Microsoft Corporation in the United States, other countries, or both.

Other company, product, or service names may be trademarks or service marks of others.
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PLANILHA DE COMPOQSICAO DE CUSTO

ITEM DESCRICAO DETALHADA DO ITEM

05 Servidor Lenovo SR630 Xeon 4208 32Gb

CUSTO DE AQUISICAO / PRODUGAQ EM RS (A)

CUSTO DO PRODUTO NO FABRICANTE 33.052,61
CUSTO DA GARANTIA NO FABRICANTE 2.872,92
CUSTO DE SOFTWARE

IMPOSTOS E TAXAS EM R$ (B)

PIS/COFINS (Apuragio Débito menos

Crédito) 2.336,31
ICMS (Apuracio Débito menos Crédito) 3.030,89
ICMS (Diferencial de Aliquota) 2.041,68

ISS (sobre servigo de garantia do fabricante) -

LR e CSLL = 2,20% 1.264,06

TRANSPORTE - CUSTO DE CARGA E DESCARGA EM R$ (Y]

FRETE 270,37

OUTROS CUSTOS EM R$ (D)

DESPESAS ADMINISTRATIVAS 10.609,09

LUCRO RS (E)

LUCRO 4.022,07

VALOR TOTAL DO ITEM (A+B+C+D+E) R$ 59.500,00

Valor total R$ 6.902.000,00 (Seis milhées, novecentos e dois mil reais)
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Lenovo ThinkSystem SR630 Server (Xeon SP Gen 1/

Gen 2)
Product Guide

Lenovo ThinkSystem SR630 is an ideal 2-socket 1U rack server for small businesses up to large enterprises
that need industry-leading reliability, management, and security, as well as maximizing performance and
flexibility for future growth. The SR630 server is designed to handle a wide range of workloads, such as
databases, virtualization and cloud computing, virtual desktop infrastructure (VDI), infrastructure security,
systems management, enterprise applications, collaboration/email, streaming media, web, and HPC.

Featuring the second generation of the Intel Xeon Processor Scalable Family (Xeon SP Gen 2), the SR630
server offers scalable performance and storage capacity. The SR630 server supports up to two processors,
up to 3 TB of memory capacity with TruDDR4 DIMMSs or up to 7.5 TB of memory capacity with a combination
of TruDDR4 DIMMs and Intel DC persistent memory modules (DCPMMs), up to 12x 2.5-inch or 4x 3.5-inch
drive bays with an extensive choice of NVMe PCle SSDs, SAS/SATA SSDs, and SAS/SATA HDDs, and
flexible 1/0 expansion options with a LOM slot, a dedicated storage controller slot, and up to 3x PCle slots.

The following figure shows the Lenovo ThinkSystem SR630 with 2.5-inch hot-swap drives.

Figure 1 Lenovo ThinkSystem SR630 with 2.5-inch drive bays

Did you know?

The SR630 server features a unique AnyBay design that allows a choice of drive interface types in the same
drive bay: SAS drives, SATA drives, or U.2 NVMe PCle drives.

The SR630 server offers onboard NVMe PCle ports that allow direct connections to the U.2 NVMe PCle
SSDs, which frees up I/O slots and helps lower NVMe solution acquisition costs.

The SR630 server delivers outstanding memory performance with Performance+ 2933 MHz DIMMs, which
is achieved by supporting two-DIMMs-per-channel configurations at speeds up to 10% faster than the Intel
specification defines, while still maintaining world-class reliability.

Lenovo ThinkSystem SR630 Server (Xeon SP Gen 1/ Gen 2) 1



Key features

Combining performance and flexibility, the SR630 server is a great choice for small and medium businesses
up to the large enterprise. It can provide outstanding uptime to keep business-critical applications and cloud
deployments running safely. Ease of use and comprehensive systems management tools help make
deployment easier. Outstanding reliability, availability, and serviceability (RAS) and high-efficiency design
improve your business environment and help save operational costs.

Scalability and performance
The SR630 server offers numerous features to boost performance, improve scalability, and reduce costs:

e Improves productivity by offering superior system performance with the second generation of the Intel
Xeon Processor Scalable Family with up to 28-core processors, up to 38.5 MB of last level cache
(LLC), up to 2933 MHz memory speeds, and up to 10.4 GT/s Ultra Path Interconnect (UPI) links.

o Support for up to two processors, 56 cores, and 112 threads allows to maximize the
concurrent execution of multithreaded applications.

o Intelligent and adaptive system performance with energy efficient Intel Turbo Boost 2.0
Technology allows CPU cores to run at maximum speeds during peak workloads by
temporarily going beyond processor thermal design power (TDP).

o Intel Hyper-Threading Technology boosts performance for multithreaded applications by
enabling simultaneous multithreading within each processor core, up to two threads per core.

o Intel Virtualization Technology integrates hardware-level virtualization hooks that allow
operating system vendors to better utilize the hardware for virtualization workloads.

o Intel Speed Select Technology provides improvements in server utilization and guaranteed
per-core performance service levels with more granular control over processor performance.

o Intel Deep Learning Boost (Vector Neural Network Instruction set [VNNI]) is designed to
deliver significant, more efficient Deep Learning (Inference) acceleration for high-performance
Artificial Intelligence (Al) workloads.

o Intel Advanced Vector Extensions 512 (AVX-512) enable acceleration of enterprise-class and
high performance computing (HPC) workloads.

e Helps maximize system performance for data intensive applications with up to 2933 MHz memory
speeds and up to 3 TB of memory capacity with 3DS RDIMMs.

e Boosts the performance of data-intensive applications and delivers consistent service levels at scale
for virtualized and cloud environments by using the innovative persistent memory technology that
provides a unique combination of affordable large memory capacity and non-volatility for up to 7.5 TB
of total server memory capacity, including 3DS RDIMMs and DCPMMs (DC persistent memory
modules).

e Offers flexible and scalable internal storage in a 1U rack form factor with up to 12x 2.5-inch drives for
performance-optimized configurations or up to 4x 3.5-inch drives for capacity-optimized
configurations, providing a wide selection of SAS/SATA HDD/SSD and PCle NVMe SSD types and
capacities.

e Provides flexibility to use SAS, SATA, or NVMe PCle drives in the same drive bays with a unique
AnyBay design.

e Provides I/O scalability with the LOM slot, PCle 3.0 slot for an internal storage controller, and up
to three PCI Express (PCle) 3.0 /0 expansion slots in a 1U rack form factor.

¢ Reduces /O latency and increases overall system performance with Intel Integrated 1/0 Technology
that embeds the PCI Express 3.0 controller into the Intel Xeon Processor Scalable Family.

Availability and serviceability

The SR630 server provides many features to simplify serviceability and increase system uptime:
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Offers protection in the event of a non-correctable memory failure with Single Device Data Correction
(SDDC, also known as Chipkill, requires x4-based DIMMs), Adaptive Double Device Data Correction
(ADDDC, also known as Redundant Bit Steering [RBS], requires x4-based DIMMs and Intel

Xeon Gold or Platinum processors), memory mirroring, and memory rank sparing.

Provides easy access to upgrades and serviceable parts (such as processors, memory DIMMs, and
adapter cards) with tool-less cover removal.

Offers data protection and greater system uptime with hot-swap drives supporting basic or advanced
RAID redundancy.

Provides availability for business-critical applications with redundant hot-swap power supplies and
redundant hot-swap fans.

Simplifies servicing, speeds up problem resolution, and helps improve system availability with light
path diagnostics.

Allows preventive actions in advance of possible failure, thereby increasing server uptime and
application availability with Proactive Platform Alerts (including PFA and SMART alerts) for
processors, voltage regulators, memory, internal storage (SAS/SATA HDDs and SSDs, NVMe SSDs,
M.2 storage, flash storage adapters), fans, power supplies, RAID controllers, and server ambient and
sub-component temperatures.

Continuously monitors system parameters, triggers alerts, and performs recovery actions in case of
failure to minimize downtime with Built-in XClarity Controller (XCC).

Provides quick access to system status, firmware, network, health, and alerts information via Virtual
Operator Panel from the XClarity Mobile App running on the Android or iOS mobile device that is
connected to the front USB port with XClarity Controller access.

Speeds up troubleshooting tasks to reduce service time with diagnostics built into the XClarity
Provisioning Manager.

Manageability and security

Powerful systems management features simplify local and remote management of the SR630 server and
deliver enterprise-class data protection:

Lenovo ThinkSystem SR630 Server (Xeon SP Gen 1/ Gen 2)

Provides advanced service processor control, monitoring, and alerting functions with XClarity
Controller, a next generation service processor.

Improves Unified Extensible Firmware Interface (UEFI) system setup, configuration, updates,
simplified error handling, and operating system deployment with the embedded XClarity Provisioning
Manager.

Offers XClarity Essentials software tools that can help you set up, use, and maintain the server.

Increases uptime, reduces costs, and improves productivity through advanced server management
capabilities with Lenovo XClarity Administrator that provides comprehensive hardware management.

Provides on-the-go monitoring and management of devices in XClarity Administrator from anywhere
with the Lenovo XClarity mobile app, which can help improve efficiency and reduce downtime risks.

Centralizes infrastructure resource management with Lenovo XClarity Integrators for VMware
vCenter and Microsoft System Center, extending XClarity Administrator features to virtualization
management software tools and enabling users to deploy and manage infrastructure end-to-end.

Offers advanced cryptographic functionality (such as digital signatures and remote attestation) with
an integrated Trusted Platform Module (TPM) or optional Trusted Cryptographic Module (TCM) or
Nationz TPM (available only in PRC).

Keeps user data safe with Lenovo Business Vantage, a security software tool suite designed to work
with the Trusted Cryptographic Module (available only in PRC).

Offers enterprise-class data protection with advanced RAID and optional self-encrypting drives.
Provides faster, stronger encryption with industry-standard AES NI support.
Helps prevent certain classes of malicious buffer overflow attacks with Intel Execute Disable Bit



functionality, when combined with a supporting operating system.

e Enhances security through hardware-based resistance to malicious software attacks with Intel
Trusted Execution Technology, allowing an application to run in its own isolated space, protected
from all other software running on a system.

Energy efficiency

The SR630 server offers the following energy-efficiency features to save energy, reduce operational costs,
increase energy availability, and contribute to the green environment:

e Delivers impressive compute power per watt, featuring 80 PLUS Titanium and Platinum redundant
power supplies.

e Enables customers to lower energy costs with design to meet ASHRAE A4 standards in select
configurations.

¢ Reduces power drawn with Intel Intelligent Power Capability that powers individual processor
elements on and off as needed.

e Helps reduce power consumption with variable speed fans.

 Helps achieve lower heat output and reduced cooling needs with Lenovo XClarity Energy Manager
that provides advanced data center power notification, analysis, and policy-based management.

Components and connectors

The following figure shows the front of the SR630 server with four 3.5-inch drive bays.

| 1x VGA port 1x USB 2.0 port 1xUSB30 Power Status

(optional) with XCC access port button  LEDs

O A e e

N

4x 3.5-inch hot-swap drive bays:
+ 4x SAS/SATA
| « 4x AnyBay

The following figure shows the front of the SR630 server with eight 2.5-inch drive bays.

1x VGA port 1xUSB20port 1xUSB3.0 Power Status
(optional) with XCC access port button LEDs

8x 2.5-inch SAS/SATA hot-swap drive bays

Figure 3. Front view of the SR630: 8x 2.5-inch drive bays

Lenovo ThinkSystem SR630 Server (Xeon SP Gen 1/ Gen 2)



The following figure shows the front of the SR630 server with ten 2.5-inch drive bays.

| 1x VGA port 1xUSB20port 1xUSB3.0 Power Status
‘ (optional) with XCC access port button LEDs

10x 2.5-inch hot-swap drive bays:
‘ » 6x SAS/SATA + 4x AnyBay

» 10x U.2 NVMe

Figure 4. Front view of the SR630: 10x 2.5-inch drive bays
The front of the SR630 server includes the following components:

4x 3.5-inch, or 8x 2.5-inch, or 10x 2.5-inch hot-swap drive bays.
One VGA port (optional).

One USB 3.0 port.

One USB 2.0 port with XClarity Controller access.

Power button.

Status LEDs.

The following figure shows the rear of the SR630 server with three PCle low profile slots.

1x 10/100/1000 Mb Ethernet
port for XCC (RJ-45)

7
LOM card (optional): 1x VGA port 2x USB 3.0  2x Hot-swap power supplies
- 2x or 4x 10 GbE SFP+ ports (IEC 320-C14)
« 2x or 4x 10 GbE RJ-45
- 2x or 4x GbE RJ-45
(4x GbE RJ-45 shown)

Figure 5. Rear view of the SR630
The rear of the SR630 server includes the following components:

Up to three PCle expansion slots (depending on the riser cards selected).
One LOM card slot.

One 1 GbE port for XClarity Controller.

One VGA port.

Two USB 3.0 ports.

Up to two hot-swap power supplies.
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The following figure shows the locations of key components inside the SR630 server.

1 7x Redundant
- hot-swap fans

Drive
" backplane

CPU 2 with
12x DIMM slots

2x Onboard
NVMe PCle

\ / connectors

M.2 module

(optional)
CPU 1 with
12x DIMM slots

Internal storage
controller

TCM
connector

|

i PCle slot 4

‘ (for internal
storage controller)

Slot for Ple Riser 2
(Supplies slot 3)

PCle Riser 1 {optional)

LOM card (Supplies slots 1 and 2)

{optional)

Figure 6. Internal view of the SR630
The following key components are located inside the SR630 server:

Up to two processors.

24 DIMM slots (12 DIMM slots per processor).

Drive backplanes.

Two onboard NVMe PCle connectors.

One M.2 module connector.

One LOM card connector.

One onboard PCle slot 4.

Two slots for PCle riser cards.

One TCM connector.

Five (one processor) or seven (two processors) hot-swap system fans.

System specifications

The following table lists the system specifications for the SR630 server.

Table 1. SR630 system specifications

Attribute Specification

Machine types [ 7X01 - 1 year warranty
7X02 - 3 year warranty

Form factor 1U rack-mount
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Attribute

Specification

Processor Up to two 2nd Gen Intel Xeon Bronze, Silver, Gold, or Platinum processors:
e Up to 28 cores (2.7 GHz core speeds).
e Up to 3.8 GHz core speeds (4 cores).
e UPllinks up to 10.4 GT/s (2 UPI links used).
e Up to 38.5 MB cache.
e Up to 2933 MHz memory speed.
1st Gen Intel Xeon processors are also supported.
Chipset Intel C624
Memory Up to 24 DIMM sockets (12 DIMMs per processor; six memory channels per processor with two
DIMMs per channel). Support for RDIMMSs, LRDIMMSs (1st Gen processors only), or 3DS
RDIMMs. Memory speed up to 2933 MHz depending on the processor selected. Memory types
cannot be intermixed.
Persistent Up to 12x TruDDR4 2666 MHz DCPMMs in the DIMM slots. Not supported with 1st Gen Intel
memory Xeon SP processors.
Memory e Memory DIMMs only: Up to 3 TB with up to 24x 128 GB 3DS RDIMMs (Up to 1.5 TB per
capacity processor).
e Memory DIMMs and persistent memory modules:
o App Direct Mode: Up to 7.5 TB with up to 12x 128 GB 3DS RDIMMs and up to 12x
512 GB DCPMMs (Up to 3.75 TB per processor).
o Memory Mode: Up to 6 TB with up to 12x 512 GB DCPMMs (Up to 3 TB per
processor).
Note: Server configurations with more than 1 TB of memory capacity per socket (including
DCPMMs and RDIMMs or 3DS RDIMMs) require processors that support up to 4.5 TB (L-suffix)
per socket.
Memory e Processor's integrated memory controllers: Error correction code (ECC), SDDC (for x4-
protection based memory DIMMs), ADDDC (for x4-based memory DIMMs, requires Intel Xeon Gold
or Platinum processors), memory mirroring, memory rank sparing, patrol scrubbing, and
demand scrubbing.
e DCPMM's onboard memory controllers: ECC, SDDC, DDDC, patrol scrubbing, and
demand scrubbing.
Note: In the configurations with DCPMMs, memory mirroring is supported only in the App Direct
mode (other DCPMM modes do not support memory mirroring) and applies only to the RDIMMSs or
3DS RDIMMs (DCPMMs are not mirrored). Memory sparing is not supported in the configurations
with DCPMMs.
Drive bays e Up to 6 SAS/SATA hot-swap drive bays: 4x 3.5" (front) + 2x 2.5" (rear)

e 4 LFF AnyBay hot-swap drive bays: 4x 3.5" (front)
e Up to 10 SFF SAS/SATA hot-swap drive bays: 8x 2.5" (front) + 2x 2.5" (rear)

e Up to 12 SFF hot-swap drive bays:
6x 2.5" SAS/SATA & 4x 2.5" AnyBay (front) + 2x 2.5" SAS/SATA (rear)

e 10 SFF U.2 NVMe PCle SSD hot-swap drive bays
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Attribute

Specification

Internal storage
capacity

e 2.5-inch drives:
o 184.32TB using 12x 15.36TB 2.5-inch SAS/SATA SSDs
o 153.6TB using 10x 15.36TB 2.5-inch NVMe SSDs
o 28.8TB using 12x 2.4TB 2.5-inch HDDs

e 3.5-inch drives:
o 72TB using 4x 18TB 3.5-inch HDDs
o 30.72TB using 4x 7.68TB 3.5-inch SAS/SATA SSDs
o 30.72TB using 4x 7.68TB 3.5-inch NVMe SSDs

Storage
controller

6 Gb Onboard SATA AHCI

6 Gb Onboard SATA RAID (Intel RSTe)

12 Gb SAS/SATA RAID adapters with up to 8GB flash-backed cache

12 Gb SAS/SATA HBA (non-RAID)

Onboard PCle NVMe (with Intel VROC NVMe RAID support for Intel SSDs and optionally
non-Intel SSDs)

o NVMe Switch Adapters (with Intel VROC NVMe RAID support for Intel SSDs and
optionally non-Intel SSDs)

Optical drive
bays

None. Support for an external USB DVD RW Optical Disk Drive (Seel stiwal drive),

Network
interfaces

e Onboard LOM slot for up to 4x 1/10 Gb Ethernet ports:
o 2xor4x 1 GbE RJ-45 ports (no 10/100 Mb support)
o 2x or 4x 10 GbE RJ-45 ports (no 10/100 Mb support)
o 2x or 4x 10 GbE SFP+ ports (no 10/100 Mb support)

e Optional Mezzanine LOM (ML2) slot for dual-port 10 GbE cards with SFP+ or RJ-45
connectors or single- or dual-port 25 GbE cards with SFP28 connectors.

e 1x RJ-45 10/100/1000 Mb Ethernet systems management port.

1/0 expansion
slots

Up to four slots. Slot 4 is the fixed slot on the system planar, and the remaining slots depend on
the riser cards installed. The slots are as follows:

e Slot 1: PCle 3.0 x8, ML2 x8, or ML2 x16; low profile

e Slot 2: PCle 3.0 x16 or x8; low profile or full-height, half-length

e Slot 3: PCle 3.0 x16; low profile

e Slot 4: PCle 3.0 x8 (dedicated to an internal storage controller)

Slot 3 requires the second processor to be installed.

Ports e Front: 1x USB 2.0 port with XClarity Controller access and 1x USB 3.0 port; optional 1x
VGA port.
e Rear: 2x USB 3.0 ports and 1x VGA port. Optional 1x DB-9 serial port.
Cooling Five (one processor) or seven (two processors) hot-swap dual-rotor system fans with N+1

redundancy.

Power supply

Up to two redundant hot-swap 550 W, 750 W, or 1100 W (100 - 240 V) High Efficiency Platinum,
or 750 W (200 - 240 V) High Efficiency Titanium AC power supplies. HVDC support (PRC only).

Video

Matrox G200e with 16 MB memory integrated into the XClarity Controller. Maximum resolution is
1920x1200 at 60 Hz with 32 bits per pixel.

Hot-swap parts

Drives, power supplies, and fans.

Systems
management

XClarity Controller (XCC) Standard, Advanced, or Enterprise (Pilot 4 chip), proactive platform
alerts, light path diagnostics, XClarity Provisioning Manager, XClarity Essentials, XClarity
Administrator, XClarity Integrators for VMware vCenter and Microsoft System Center, XClarity
Energy Manager, Capacity Planner.
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Attribute Specification

Security Power-on password, administrator's password, secure firmware updates, Trusted Platform Module
features (TPM) 1.2 or 2.0 (configurable UEFI setting). Optional lockable front bezel. Optional Trusted
Cryptographic Module (TCM) or Nationz TPM (available only in PRC). Optional Lenovo Business
Vantage security software (available only in PRC).

Operating Microsoft Windows Server, Red Hat Enterprise Linux, SUSE Linux Enterprise Server, VMware

systems ESXi. See the Uperating systenis section for specifics.

Warranty One-year (Machine Type 7X01) or three-year (Machine Type 7X02) customer-replaceable unit
(CRU) and onsite limited warranty with 9x5 Next Business Day Parts Delivered.

Service and Optional service upgrades are available through Lenovo Services: 2-hour or 4-hour response

support time, 6-hour or 24-hour committed service repair (select areas), warranty extension up to 5 years,

1-year or 2-year post-warranty extensions, YourDrive Your Data, Enterprise Software Support,
and Basic Hardware Installation Services.

Dimensions Wldth 435 mm (17.1in.), height: 43 mm (1.7 in.), depth: 750 mm (29.5 in.). Se€”!
2tions for details.

Weight Minimum configuration: 11.9 kg (26.2 Ib), maximum: 18.8 kg (41.4 Ib)

Models
ThinkSystem SR630 models can be configured by using the Lerove Data Center Solution Configurator

(DCSC).

Configure-to-order (CTO) models are used to create models with factory-integrated server customizations.
For CTO models, two base CTO models are available for the SR630 as listed in the following table,
CTO1WW and CTOLWW:

e The CTO1WW base CTO model is for general business and is selectable by choosing General
Purpose mode in DCSC.

e The CTOLWW base model is intended for High Performance Computing (HPC) and Artificial
Intelligence (Al) configurations and solutions, including configurations for Lenovo Scalable
Infrastructure (LeSl), and is enabled using elther the HPC & Al LeSI Solutions mode or HPC & AI
ThinkSystem Hardware mode in DCSC. CTOLWW configurations can also be built using ¢ -
and Cluster Solutions Configurator (x-config).

Preconfigured server models may also be available for the SR630, however these are region-specific; that
is, each region may define their own server models, and not all server models are available in every region.

The following table lists the base CTO models of the ThinkSystem SR630 server.

Table 2. Base CTO models

Machine Type/Model Machine Type/Model
Description General purpose for HPC and Al
ThinkSystem SR630 - 3 year Warranty 7X02CTO1TWW 7X02CTOLWW
ThinkSystem SR630 - 1 year Warranty 7X01CTO1TWW 7X01CTOLWW
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For CTO orders, the following table lists the base chassis feature codes for the server.

There are currently two base feature codes for each of the 2.5-inch and 3.5-inch chassis. The "v2" bases

include the new SR570 Air Duct Kit v2 which is required if a RAID 9350 adapter is to be configured. See the

RAID flash power module (supercap) support section for details. The non-v2 bases can be selected if any
other RAID adapter or HBA is selected.

Table 3. Base chassis for CTO models

Feature code |Description

Base feature codes - suitable for all configurations except those with a RAID 9350 adapter

AUWO ThinkSystem SR630 2.5" Chassis with 8 Bays
AUW1 ThinkSystem SR630 2.5" Chassis with 10 Bays
AUW2 ThinkSystem SR630 3.5" Chassis with 4 Bays

Base feature codes - suitable for all configurations including ones with a RAID 9350 adapter (includes the SR630
Air Duct Kit v2)

BNPP ThinkSystem SR630 2.5" Chassis with 8 Bays v2
BNPN ThinkSystem SR630 2.5" Chassis with 10 Bays v2
BNPQ ThinkSystem SR630 3.5" Chassis with 4 Bays v2

The following tables list the available models, grouped by region.

Models for South East Asian countrigs (ASEAN)
Models for Brazil
Models for EMEA region

Clivwadil, Nl

s for india

Refer to the Specifications section for information about standard features of the server.
Common to all models:

e All models indicated as having the 750W power supply are using the Platinum power supply

Lenovo ThinkSystem SR630 Server (Xeon SP Gen 1/ Gen 2)
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Models for Australia and New Zealand

Table 4. Models for Australia and New Zealand

Intel Xeon
Scalable Front drive bays Rear |Power | Front Rail
Model processort Memory RAID | and drives LOM | Slots |supply|VGA | XCC | kit
TopSeller models with a 3-year warranty (machine type 7X02)
7X02A0BSAU | 1xBronze32046C | 1x 16GB 530-8i |8x 2.5" SAS, Open | x8LP, [ 1x Opt | Ent | Slide
85W1.9G 2Rx82933 Open bay x16LP | 750W CMA
7X02A0BTAU | 1xSilver42088C 1x 16GB 530-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt | Ent [ Slide
85W2.1G 2Rx82933 Open bay x16 LP | 750W CMA
7X02A0BXAU | 1x Silver42088C 1x 16GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt Ent | Slide
85W2.1G 2Rx82933 Open bay x16LP | 750W CMA
7X02A0HHAU | 1x Silver42088C 1x 16GB Option | Option 2.5"/8, Open | x8LP, | 1x Opt | Ent | Slide
85W2.1G 2Rx82933 Open bay x16 LP | 750W CMA
7X02A0BPAU | 1xSilver421010C | 1x 16GB 930-8i | 8x 2.5" SAS, Open | x8LP, |[1x Opt | Ent |Slide
85W2.2G 2Rx82933 Open bay x16LP | 750W CMA
7X02A0BQAU | 1xSilver421010C | 1x 32GB 530-8i |8x 2.5" SAS, Open | x8LP, |1x Opt | Ent |Slide
85W2.2G 2933 Open bay x16LP | 750W CMA
7X02A0BRAU | 1xSilver421010C 1x 32GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt Ent | Slide
85W2.2G 2933 Open bay x16LP | 750W CMA
7X02A0BYAU | 1xSilver421010C 1x 16GB 530-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt Ent | Slide
85W2.2G 2Rx82933 Open bay x16 LP | 750W CMA
7X02A0HJAU | 1xSilver421010C | 1x 32GB Option | Option 2.5"/8, Open | x8LP, | 1x Opt | Ent | Slide
85W2.2G 2933 Open bay x16 LP | 750W CMA
7X02A0F2AU | 1xSilver421412C | 1x 16GB 730-8i | 8x 2.5" SAS, Open | Open | 1x Opt | Ent |[Slide
85W2.2G 2Rx82666 |2GB Open bay 750W CMA
7X02A0F3AU | 1xSilver421412C 1x 16GB 930-8i | 8x 2.5" SAS, Open | Open | 1x Opt Ent | Slide
85W2.2G 2Rx8 2666 Open bay 750W CMA
7X02A0BNAU | 1xSilver42158C 1x 16GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt |Ent |[Slide
85W2.5G 2Rx82933 Open bay x16LP | 750W CMA
7X02A0COAU | 1xSilver42158C 1x 32GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt |Ent | Slide
85W2.5G 2933 Open bay x16LP | 750W CMA
7X02A0FYAU | 1xSilver4215R8C | 1x 32GB 930-8i | 8x 2.5" SAS, Open | Open | 1x Yes | Ent |[Slide
130W3.2G 2933 Open bay 750W
7X02A0BVAU | 1xSilver421616C 1x 32GB 930-8i | 8x 2.5" SAS, Open | x8LP, [ 1x Opt Ent | Slide
100W2.1G 2933 Open bay x16 LP | 750W CMA
7X02A0BZAU | 1xSilver421616C 1x 16GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt Ent | Slide
100W2.1G 2Rx82933 Open bay x16 LP | 750W CMA
7X02A0FWAU | 1xSilver421616C | 1x 32GB 930-8i | 8x 2.5" SAS, Open | Open | 1x Yes | Ent |[Slide
100W2.1G 2933 Open bay 750W
7X02A0BWAU | 1xGold 5217 8C 1x 32GB 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt Ent | Slide
115W 3.0G 2933 Open bay x16 LP | 750W CMA
7X02A0BUAU | 1xGold521816C | 1x 32GB | 930-8i | 8x 2.5" SAS, Open | x8LP, | 1x Opt |Ent |Slide
125W2.3G 2933 Open bay x16 LP | 750W CMA
7X02A0FVAU | 1xGold6226R 16C | 1x 64GB Option | Option 2.5"/8, Open | Open | 1x Yes |Ent [ Slide
150W2.9G 2933 Open bay 750W
7X02A0FXAU | 1xGold6226R 16C | 1x 32GB 930-8i | 8x 2.5" SAS, Open | Open | 1x Yes |Ent |Slide
150W2.9G 2933 Open bay 750W
7X02A0FZAU | 1xGold6226R16C | 1x 32GB Option | Option 2.5"/8, Open [ Open | 1x Yes |Ent |Slide
150W2.9G 2933 Open bay 750W
7X02A0HKAU | 1xGold6226R16C | 1x 32GB Option | Option 2.5"/8, Open | x8LP, |1x Opt Ent | Slide
150W2.9G 2933 Open bay x16LP | 750W CMA

T Processor description: Processor model, number of cores, thermal design power (TDP), core frequency
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Models for South East Asian countries (ASEAN)

Table 5. Models for South East Asian countries (ASEAN)

Intel Xeon
Scalable Front drive bays Rear | Power |Front Rail

Model processort Memory RAID and drives LOM | Slots | supply | VGA | XCC | kit

TopSeller models with a 3-year warranty (machine type 7X02)

7X02A09DSG | 1xBronze 32046C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
85W1.9G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W

7X02A0ACSG | 1xBronze 32046C | 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std |Opt
85W1.9G 2Rx82933 Open bay x16LP | 750W

7X02A08CSG | 1xSilver42088C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |[Std |Opt
85W2.1G 2Rx82933 |4GB 4xAny), Open bay x16LP | 750W

7X02A08KSG | 1xSilver42088C | 1x 16GB 930-8i |[4x 3.5" SAS, Open | x8LP, | 1x Opt |Std |Opt
85W2.1G 2Rx82933 Open bay x16LP | 750W

7X02A087SG | 1xSilver421010C | 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std |[Opt
85W2.2G 2Rx82933 Open bay x16LP | 750W

7X02A095SG | 1xSilver421010C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
85W2.2G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W

7X02A08PSG | 1xSilver421412C | 1x 16GB 930-8i | 4x 3.5" SAS, Open | x8LP, | 1x Opt |Std | Opt
85W2.2G 2Rx82933 Open bay x16LP | 750W

7X02A09WSG | 1xSilver421412C | 1x 16GB 930-16i | 10x 2.5" (6XxSAS + | Open | x8LP, | 1x Opt | Std | Opt
85W2.2G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W

7X02A08ESG | 1xSilver42158C | 1x 16GB 930-8i | 4x 3.5" SAS, Open | x8LP, | 1x Opt | Std | Opt
85W2.5G 2Rx82933 Open bay x16 LP | 750W

7X02A0B2SG | 1xSilver42158C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
85W2.5G 2Rx82933 | 4GB 4xAny), Open bay x16 LP | 750W

7X02A0A5SG | 1xSilver421616C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + Open | x8LP, |1x Opt Std | Opt
100W2.1G 2Rx82933 |4GB 4xAny), Open bay x16 LP | 750W

7X02A0AZSG | 1xSilver421616C | 1x 16GB 930-8i | 4x 3.5" SAS, Open | x8LP, |1x Opt | Std | Opt
100W2.1G 2Rx82933 Open bay x16LP | 750W

7X02A08USG | 1xGold521510C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std | Opt
85W2.5G 2Rx82933 4GB 4xAny), Open bay x16LP | 750W

7X02A09VSG | 1xGold521510C | 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std | Opt
85W2.5G 2Rx82933 Open bay x16LP | 750W

7X02A07ZSG | 1xGold 5217 8C 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
115W3.0G 2Rx82933 | 4GB 4xAny), Open bay x16 LP | 750W

7X02A08TSG | 1xGold52178C 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std |[Opt
115W3.0G 2Rx82933 Open bay x16LP | 750W

7X02A099SG | 1xGold521816C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open [ x8LP, |1x Opt |Std | Opt
125W2.3G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W

7X02A09XSG | 1xGold521816C | 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std | Opt
125W2.3G 2Rx82933 Open bay x16LP | 750W

7X02A08QSG | 1xGold522018C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
125W2.2G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W

7X02A0AUSG | 1xGold 522018C | 1x 16GB 930-8i |4x 3.5" SAS, Open | x8LP, | 1x Opt |Std |Opt
126W2.2G 2Rx82933 Open bay x16 LP | 750W

7X02A08FSG | 1xGold623020C | 1x 16GB 930-8i | 4x 3.5" SAS, Open | x8LP, |1x Opt | Std | Opt
125W2.1G 2Rx82933 Open bay x16LP | 750W

7X02A08HSG | 1xGold 623020C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
1256W2.1G 2Rx82933 | 4GB 4xAny), Open bay X16 LP | 750W

7X02A0AYSG | 1xGold624018C | 1x 16GB 930-16i | 10x 2.5" (6xSAS + | Open | x8LP, | 1x Opt |Std |Opt
150W2.6G 2Rx82933 | 4GB 4xAny), Open bay x16LP | 750W
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